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Abstract. Systems Engineering (SE) and Concurrent Engineering (CE) implies sharing of information, data,
process and knowledge [20] across different levels in an enterprise. Division of work into classes and then to
the work-groups or to the concurrent sub-teams is one form of sharing large organizations like Ford Motor and
General Motors have used [29]. Other forms of sharing are governed by the state of computer communications,
workstation and database technologies [9]. For accomplishing the needed collaboration (and to facilitate concurrent
engineering), several concepts and models for work-group computing were tried at Delphi Divisional units of
Electronic Data Systems (EDS) and General Motors. Based on such experiences, the paper describes Systems
Engineering and CE technigues for sharing information in a concurrent engineering organization, which has
been found most effective for collaborating knowledge among a set of multidisciplinary work-groups, array of
computers and processes.

Keywords: knowledge sharing and collaboration, concurrent engineering, work-group computing, work break-
down structure

1. Introduction

In the information age that we live in, civilization depends on information and the dominant
weapon for success is timely information sharing. Today, electronically, it is easy to
connect to anyone in any part of the world at any time. We are bombarded with all sorts of
information. However, we have very little knowledge of how to use them effectively. As
Deming said [6], information is not knowledge. Knowledge comes from theory. Without
theory there is no rational basis to apply the information. The types of knowledge that are
useful in meeting product realization goals are:

e System-knowledge: Knowledge of how the system works in terms of concepts, facts,
principles, methedology, or technology.

e Interface-knowledge: Knowledge of how the underlying components and their inter-
faces work in terms of concepts, facts, principles, methodology, or technology.

e Transformation-knowledge: This includes the knowledge of how to transform a set of
specifications into a physical artifact or service.

e Behavior-knowledge: This relates to “what-if” behavior of a model or a concept (as-
suming the model or concept has captured the desired knowledge) as some of the model
attributes change.
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e Environment-knowledge: This includes the attitudes, values, visions, and beliefs of the
participating teams, including the virtual teams, logical teams and technology teams,
and those of the organizations.

In other words,

Knowledge = U [System-knowledge, Interface-knowledge, Transformation-

knowledge, Behavior-knowledge, Environment-knowledge . (D

Where, | J means Union-of and the terms in the square brackets represent the possible sets.
In this age of competitive advantage, what differentiates one Concurrent Engineering work-
group from the rest is how one goes about performing “knowledge sharing” among teams,
machines (or computers), and processes. Effective communication is the key to developing
a knowledgeable and committed work force and setting 2 common set of consistent goals.
Clear and supporting goals provide “constancy-of-purpose.” They aliow everyone in a
company to set aside frivolous issues and focus on what is really important to the “total
system.”

Communication is a two-way street. Effective communication takes place both verti-
cally (in spite of differences in responsibility or ranks) and horizontally (in spite of teams’
functional differences) in an organization. An ineffective communication environment
(that is, giving partial information and holding the rest of it) discourages free exchange of
ideas up, down, and across organizational lines. The author working on system integra-
tion projects at Electronic Pata Systems accounts with General Motors had encountered a
number of such communication environments. Due to ineffective communication among
the product development teams (PDTs), there is a danger that deficiencies discovered in the
downstream activities of a product development process may not be rightly communicated
to the upstream activities. This inhibits innovation, retracts teamwork, and strangulates
opportunities for continuous improvement.

Many such real life examples of inhibitions and setbacks, this author had encountered
working with product development groups during his fifteen years of combined tenure at
Ford Motor Company and General Motors. Based on such experiences, the author describes
in the paper a set of generalized forms of knowledge sharing and collaborations that can
happen ameng typical teams, machines and processes in such large organizations.

2. FKorms of Knowledge Sharing and Collaboration

Figure 1 shows nine forms of knowledge sharing and collaboration. These nine forms
involve three-by-three combinations of concurrent teams (or employees), machines (or
computers), and processes.

e Teams-to-teams sharing involves inter-team communication (across business units)
and intra-team communication (among personal, technological, logical, and virtual
teams). For instance, there is a need to establish an effective method for communicating
knowledge and information among all personal teams (such as operators, team leaders,
and application support personnel) [5]. The larger the organization, the more important
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it is to establish a formal method of sharing within (intra-team) and among (inter-tcam)
disciplines. A proven old method is to hold group meetings at frequent intervals that
include all the personnel team members. This can be time-consuming and may get out
of hand, if not effectively managed.

o Teams-to-computer sharing involves human-machine interactions, such as user in-
terface, information retrieval, data inputs, natural language, visual-based program-
ming {13].

e Teams-to-process sharing entails interactive modeling, capture of geometry, such as
CAD/CAM, or analysis (for example FEA /FEM/CAE) techniques including confer-
encing [20].

o Computer-to-teams sharing involves display, on-line help, desktop applications, com-
puter graphics, output plots {22}

o Process-to-teams sharing includes commmunication capabilities among virtual teams,
such as computational agents, system administration, network administration, group-
ware, blackboard architectures, advisors of all types, expert systems, knowledge-based
engineering, optimization) {21]. It may be hard to visualize something as abstract as a
process actually sharing something with a human team. In most cases a human team
creates, modifies or makes use of a process. With the advent of knowledge-based engi-
neering (KBE), intelligent data management, and KBE tools, processes are becoming
more and more intelligent. A process for money transacting using an ATM (automated
teller machine) card is an example of a two-way meaningful sharing. Ability of the
personnel team mentbers to access virtually and immediately all in-process or released
data, as required, is an example of process-to-team communication [18].

o Computer-to-computer sharing involves inter-computer conununications or inter-
machine interactions such as LAN, penetration of E-mail, Internet, networks of all
types, messaging [24].

e Process-to-computer sharing involves trouble shooting, remote diagnostic, fault man-
agement, feedback, process control, date, time, warning flags [16].

e Process-to-process sharing entails inter-process communications, such as groupware,
remote applications, X-window applications, multi-media, Lotus Notes and work-flow
based systems, process automation {19].

o Computer-to-process sharing means machine communications such as Distributed
Numerical Control (DNC)/post-processing, muitiple processes, and concurrent ses-
sions [25].

It may be hard to visualize something as abstract as process actually sharing something
with a human team. In most cases, a human team originally creates, modifies or make use
of a process, and only after a series of rules’ capture and validations, if some intelligence
are built-into a process, then only a human team feels confident to share information.
Sharing with and among computers seems nore rational, because human teams often instruct
computers to perform such activities. The effectiveness of collaboration is discussed next.
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Figure 1. Forms of sharing & collaboration.

3. Effectiveness of Collaboration

One of the premises on which CE is based is the “paralleling” of activities so that multiple
groups of people (work-groups) can work in teams. A work-group is a collection of sub-
teams or people having common interests or expertise [30]. Work-groups usually have
a short life in a CE organization. Such work-groups or sub-teams must collaborate with
each other, in a timely fashion, so that they all are working towards a common goal. The
need for collaboration and communication in a project grows as more and more sub-teams
are involved. It is usually not advantageous to have multiple processes and concurrent
sessions without a coherent communication pipeline [5]. More processes can slow down a
collaborative decision-making process due to increased “needs” for timely communication
and coordination [23] among teams, processes and computers. Thus, there is a limit to how
far paralleling in CE can stretch. It would seem logical to adopt a modular communication




PRASAD

Team-to-Process Sharing
(e.g., Interactive Modeling,
Analysis, CAD/CAM,
CAE, CAD Conferencing,

ete.)

&

Computer-to-Process
Sharing
(e.g., Concurrent Multiple
- Processes,
: DNC/Postprocessing,
Concurrent Sessions)

Process-to-Process
Sharing
Inter-process (€.g.,
Groupware, Remote
Applications, X-window
Applications, Multimedia,
Automation, etc.)

” of activities so that multiple
-group is a coliection of sub-

Work-groups usually have
teams must collaborate with
owards a common goal. The
- as more and more sub-teams
sle processes and concurrent
re processes can slow down a
is” for timely communication
.. Thus, there is a limit to how
pt a modular communication

SYSTEM INTEGRATION TECHNIQUES 119

Paths

,/’>-.A “~

Nodes ~

Team
Leader n=3 i
p=6 i
I=13 :
| LEGEND:

i
‘ p=paths=(n-1)%n
! =links =(n-1)*n/2
n = nodes, also
n = denotes the munber of
team leaders

Figure 2. Growth in communication paths in a matrix of agents.

infrastructure, which can grow in an evolutionary manner. As the work-group grows and
needs arise for more compute power and timely communication, newer (and modular)
infrastructure can be added. The efficiency of communication is, thus, one of the major
barriers to “paralleling” needed to do things and tasks in a Concurrent Engineering way
[29]. Difficulties arise if the project is large and the activities are closely interdependent.
There would be a need for skills at each vertical level corresponding to each horizontal
function. This situation leads a skill matrix into a communication network that may be
fully populated causing cross-links in all directions. This is shown in Figure 2. In a real
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situation, this may translate into a large number of time-consuming communication links
that are required for tasks’ completion. This may grind the progress of product development
to a halt.

3.1. Matrix of Communicating Agents

Let us assume that a set of vertical agents (v columus) is interacting with a set of horizontal
agents (h rows). Each agent could be a set of skilled groups (teams), a set of machines (or
computers) or a set of processes. The matrix organization forms a network of interacting
links or agents. Each cell of the matrix represents a communication node, which reports
back on two different paths: one horizontal and one vertical. For example, agent (1, 1) must
communicate with agents (1, 2), (1, 3), ..., (1, k) along the horizontal row, and with agents
(2,1),3,1),..., (v, 1) along the vertical column. Each agent requires [(h - 1) + (v 1}]
communication paths. Since the total number of agents is & x v, the total number of paths p:

p = total Number of Communication paths = [(h 4+ v —2) x h % v],
orp = (A2 % v hxv®—2xhxv], 2)
t = Total Number of Links = p/2 3)

Link is the union of the two paths, one going in forward direction and the other in reverse
direction.
Ifh =12;and v = 11, such that (h + v) = 23,

total number of paths (p) = 21 x 12 % 11 = 2772 and ] = 1386 @

This discussion centers on the needs for communication among the various agents not
just the interactions of “humans in teams.” If “computers or machines” alone are part
of this matrix of communicating agents, the number of communication paths may not
present much problem. Computers do interact as long as communication circuits are open,
power is on and they are properly programmed. The moment, the communicating agents
comprising of elements such as human teams and processes enter the picture, the number
of communication paths will be governed by equation (3).

3.2. Coeperating Matrix of Agents

In the above it is assumed that each agent (a team, a machine or a process), represented
by a cell or node is required to communicate with its counterpart agent along the hor-
izontal or vertical lines. Human team is the weakest link of this communication chan-
nel. This means, this occurs whenever interaction takes place with human teams-—six
out of nine forms of sharing and collaborations are in use. Since computers and pro-
cesses can interact as long as communication circuits and networks are open and powered,
the remaining four forms of communications would not be impacted as long as the hu-
man teamns were not part of this process. In actual practice, it is hard to program the
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computers and processes so those automatic interactions can occur without human in-
terventions. In situatiops, when human interventions are required even if the collabo-
rations are happening amongst computers/machines and processes, the number of com-
munications links would still be governed by the rules of Equation (3). However, if we
elect a leader-agent in each respective horizontal or vertical functional groups, in such a
way, that each agent cooperates and communicates only with their respective horizontal
or vertical leader-agents, the number of communications links can be minimized as fol-
lows:

There will be “h” leader-agents along the horizontal row, and “v” leader-agents along the
vertical column. The communication can occur in 3 ways:

(a) between “v vertical functional agents or groups” and a representative leader-agent,
{b) between “h horizontal agents or groups” and a representative leader-agent, and
(c) among “the n leader-agents” themselves,

where, n is the total number of leader-agents in this matrix of agents. For an (h, v) matrix,
n can be written as,

n=(h-+v) 4)
number of communication paths between “v” vertical functional agents

or groups and the leader-agent = v, %)

number of Communication paths between “h” horizontal functional agents

or groups and the leader-agent = %, and
number of Communication paths among the leader-agents = (n — 1) x n. (7
Thus, total number of possible interactions = (h +v) +(n — 1) *xn
= (n*xn). ®)
Number of links = = (n % n)/2. )]

Thus, for n = 23, the number of pathis could be as large as 529. As illustrated by the
equations (7-9) given above, the number of possible interactions is proportional to the
square of the sum of the rows and the columns of a matrix. This number (e.g., 529) is
however, many times smaller compared to communication path numbers (e.g., 2772) for a
matrix of agents. The number of such interactions can be used as an indicator to determine
whether or not the size of a chosen matrix of agents is practical or manageable. More
thought is necessary in organizing such interactive agent-based projects. One solution is to
divide the projects into smaller sub-units of several matrixes of agents that can be tackled
relatively independently. This situation is shown in Figure 3. By dividing the initial matrix
of agents of node-size 23 into five sub-matrixes (or network) of agents (say node-sizes 3,
4, 5, 6, and 5), the number of interactions can be significantly reduced. The number of
communication paths is reduced from 529 to 111. This leads to a concept of cooperative
matrix of agents, where the number of communication paths amongst teams, computers and
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Work-group Leader

@ Leader-agent
\\_//

O An agent

/:: Submatrix
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p=n®n i 9 | 16 | 25 | 36 25 | 111 |528

Figure 3. Concept of cooperative matrix of agents.

processes is manageable. With this cooperative setup, matrix of agents no longer represents
a bottleneck in getting the project done on time.

.

4. Modes of Cooperation

One of the CE challenges is to find which combination of tools and technelogy (such as dis-
tributed computing, networking, information sharing, process concurrence, hardware and
software), will create an environment conducive to efficient communication, sharing, and
cooperation. The good news is that in today’s environment, there are many technological op-
tions available to choose this from. The bad news is that most of these technical approaches
to information sharing are primitives—i.e., they are not based on sound Concurrent En-
gineering principles (see for instance [29]). Also, a concept such as cooperative problem
solving has not been fully leveraged into newer generation of C4 (CAD/CAM/CIM/CAE)
tools. There are many instances of cooperative problem solving in product design. This is
discussed next.
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4.1, Interaction Matrix

Figure 4 depicts an interaction matrix between inede of cooperation and degree of involve-
ment. The inner cells of the matrix show the various types of concurrency that are possible
in a team environment. On the horizontal axis, in top row, four possible sets of work-
group configuration are chosen to represent different modes of cooperation. A work-group
configuration may consist of:

e Single User: A single user is responsible for design decisions.

e Co-operating user: Often in a team environment, some processes are sequential. A
co-operating user is a person who completes the work left unfinished by previous users.
Such a person could be a customer, a member of another product team, or a member of
any of the downstream organizations who may be required to work on the uncompleted
task. Other responsibilities may include exploring or replaying the logic and analysis
of the specified product form or an understanding of the processes that produce it.

e Simultaneous Users: This means multiple users or product developers are accessing
the Product Information Tools or Applications (PITA). The two situations in which
this may occur are:

(2) The users may access the same design, tool, or application concurrently, or

(b) Different users may access or edit different versions of product information tool or
application (PITA) at the same time.

On the vertical axis in the title column of Figure 4, the different possible degrees of
involvement for these levels of users are shown. Each of the work-group configurations
can have five levels of interaction, not all of which leads to concurrency. For example,
a single user accessing his or her own PITA is sequential. Even if his partner (a co-
operating user) accesses the information following his design works, the process is still
sequential. Similar situations occur when they try to run these functions against their
own data [18]. In other situations, concurrency is present in varying degrees—imnild-to-
strong. For example, concurrency occurs when a single user or co-operating user accesses
data from other groups and runs them against the data from other groups in a computer
environment tailored to their perspective on the design. Concurrency is further enhanced
when users, at geographically separated locations, perform the aforementioned operations
simultaneously.

The degree of concurrency increases as we move from top to bottom and from left to
right in Figure 4. The situation depicted by the bottom rightmost rectangle (location [5,4])
provides the largest degree of concurrency. It may be noted from the table that a style of
concurrency, where simultaneous users run the same version of PITA against their own
data (the location [2,4]) is characterized as both Sequential Engineering (SE) and Con-
current Engineering (CE). A similar situation occurs when a single user accesses PITA
belonging to other work-groups (location [3,1]). Seme computational environments for
CE are such that they prevent their clients from editing a design module until another user
is finished with that design module. Even though the two users can work in parallel, the
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Figure 4. Interaction matrix between modes of cooperation & degree of involvement.




gt i
-'u!,"&aig

nugi

PRASAD

(SE)

Sequential |

(SE) Engineering
(SE/CE) [
CE) €E)
(CE)
(CE)
olvement.

SYSTEM INTEGRATION TECHNIQUES 125

changes cannot be posted until the latter has had the chance to review the changes made
by the first user. The second user continues only when the first user has finished with his
version of the design module. For a critical module in the design, this particular mode
of execution may indicate that CE is no faster than sequential engineering (see Figure 5).
Many CAD/CAM vendors are resorting to standards to provide them with a cross-platform,
software-independent environment for collaborative cooperation [3]. Autotrol technology
in Denver, for instance, recently announced its Mozaic architecture that implements in-
dustry standards like STEP and the Object Management Group’s Common Object Request
Broker (CORBA) [4]. Some database systems, e.g., ROSE {13], thus supports this type
of concurrency by allowing multiple users and applications to edit different versions of
the same design module (see Figure 6). Some mechanical design automation CAD/CAM
vendors (e.g., SDRC, Milford, Chio) have unveiled a new generation of software products
to support concurrent associativity for multi-user, multi-application product development
team [26]. Concurrent associativity enables continuity amongst the master model and its
linked application data sets. For example, a designer creates a master model for “version A.”
A draftsman can work on drawings, an analyst can do a stress analysis, a manufacturing
engineer can do a process plan or a tool path all for “Version A,” while the designer does
refinements towards an eventual “Version B.” Yet when “Version B” comes around, each
specified application will be automatically regenerated to reflect changes made to the master
model. This reduces the length of the design cycle, provided that the benefit of concur-
rently editing the module is greater than the cost of having to merge multiple versions of
that module at a later time [18].

4.2. Managing Interactions

Managing interactions between a user and an application such as PITA are not easy. Several
methods are proposed to manage interactions [18]. The two popular methods are: (a) via
linguistic description; and (b) icon displays and direct manipulation. A linguistic description
provides an intermediary communication interface between a user and a PITA. Icon-based
displays provide a model-world communication interface and enable the users to directly
engage and manipulate PITA objects.

Interactions are further complicated by the multiplicity of media in which such interactions
can possibly take place, such as voice, video, audio and scripts. There are many techniques
for coordinating the presentation of information in different media. Usually, types of
information or knowledge determine what media would be ideally suited.

Enabling tools plays an important role in facilitating the cooperation between the teams
that may not be co-located. With the lack of such cooperative tools, the performance of
a team that works effectively face-to-face in a conference room deteriorates when they
communicate via computers. Teams need all sorts of knowledge that provide or replicate
the same feeling or environment as they get in an interactive conference room. Participating
teams need both—the type of knowledge that is necessary to be an effective collaborative
partner, and the knowledge that has proved useful in practice. In addition, teams need an
appropriate architecture for deploying these knowledge bases into tools that can be used
as an effective collaborative partner. Technology of collaboration, such as Electronic mail
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Figure 5. Simultancous users working with multiple versions of design (Sequential Engineering).

(E-mail) systems, Lotus Notes and workflow-based systems can assist in this process. The
level of technological support for collaboration must correspond to the degree of cooperative
effort required and the complexity of the CE environment {18].

5, Paralleling of Responsibility

Distributiofi of responsibility among the teams, machines (or computer), products, and
processes should be such that they maximize the effectiveness of the “joint cognitive system
[30]” A joint cognitive system means a complex product manufacturing environment
where:

=> Business partners and other CE work-groups (such as personnel, virtual, logical and
technology teams) share product design and development responsibility.

= The product is differentiated using a systematization approach.
—» Modular manufacturing and flexible production concepts are utilized.

Joint cognitive system requires distribution of responsibility among sharing partners.
Work breakdown structures (WBS) establish a framework through which work-group re-
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sources can be allocated [29] in accordance with the responsibility and shared among
partners. The following factors influence how such allocations can be made:

e [Interactions and Consensus: Interactions between the teams must occur in advance,
and a consensus reached in deciding as to how the sets of responsibilities in WBS will
be distributed among the sharing partners.

e Communication and Coordination: Types of communication and coordination nec-
essary to collaborate on a task determine the actions and basis of how to distribute
responsibility among the agents so that they can work in parallel [12]. Examples of
coordination include delegating responsibility, reporting, or evaluating results.

¢ Knowing human behavior: Knowing how teams of people work. Studies have shown
that humans interweave problem-solving tasks with problem-setting tasks [15]. They
create personalized workspaces to organize their thoughts and tasks {19].
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e Level of skills: The shift of responsibility from human to the intelligent machines
(computers) depends upon the types of work, such as routine or repetitious tasks [19].
Repetitive tasks can be better handled by a computer system [27]. However, if it is
a skilled job or one of a kind, it could be handled better by a human being with an
ingenious skill set [28].

o Efficiency of communications among the agents: The best way to figure out inef-
ficiencies of communications is, first, to ask the individual units or departments how
they are performing their business. An IFLOW “flow charting” methodology may be
used to capture the flow of information through various departments [29]. One way
to gain some insight into a process is for everyone to cooperate and communicate in
real time with what they are doing, how they are doing it, and who needs access to the
information. A full commitment and determination on the part of the management may
be required for its success. Itis vital to agree on a common set of symbols and methods
for depicting the information derived from the teams.

6. Modeling Collaborative Behavior

The cognitive model captures human behavior in teams and collaborative situations. Most
CE environments involve a carefully orchestrated interplay among CE teams, processes
and machines [23]. Information models are incomplete without a common framework
of cognitive understanding. Takeda, Hamada, Tomiyama and Yoshikawa [34] conducted
design experiments and protocol analyses from which a cognitive design process model
was derived. There are no useful cognitive models for accommodating human behavior
such as different points of view, capturing thinking rationale, and various mind-sets in a
product realization process [14, 19].

6.1. Convergence of Collaborative Thinking

Convergence of collaborative thinking is an important feature of a constancy-of-purpose-
oriented work-group [32, 29]. Figure 7 describes the stages of teams’ progress through
which a convergence of collaborative thinking takes root. Five stages are shown to describe
a progression from a closed state of mind to a converged mind set [32, 29]. The stages
represent a change in the mental state or an attitude, expressed psychologically, towards
building a consensus amongst the CE teams [15]. These stages are merely pointers or
intermediate steps and do not necessary represent actual phases.

e In the beginning stage, most teams poSsess a closed mind, “don’t want, don’t ask”
attitude, afraid of unknowns and often feel threatened. With time, members of each
team develop an understanding of each other’s point of view. They begin to appreciate
importance of their disciplinary contributions at various points along the way and their
impact to the product goals’ realization. The mental state or attitude sails through a
series of changes:
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e Stage second, it moves from a “don’t want, don’t ask” attitude initially to a “don’t want
but ask” attitude.

e Stage third, it goes from “don’t want but ask.” to “want and don't ask’ attitude.

o Stage fourth, it goes from “want and don’t ask.” to “want and ask attitude. Collabora-
tive thinking extends teamwork concepts and communication capabilities and applies
themn to formulate how a work will actually be done. Considering this, the teams form
expanded group knowiedge of the whole in such a way that it allows each team member
to completely understand the needs and goals of his fellow members. This collective
mind-set allows merabers to grasp each other’s differing point of views, which results
in confidence building and increased level of cooperation.

e In stage fifth, it moves to “seek, desire and listen” (see Figure 7). At this stage, their
minds get converged——teams feel more secured than ever before. With convergence of
collaborative thinking, the impact of cross-functional teaming on the product realization
is maximized [7]. The progression through these states or phases is motivated from an
initial feeling of being threatened to a final feeling of security and welcome.

= Design Reviews: Design reviews (made out of select cross-functional review
teams) are an efficient method to [21]:

(a) Monitor the progress of a project;
{b) Facilitate reporting and appraisal of results to management; and

(c) Keep the teams’ interest in line with the common set of consistent project goals.
Design reviews promote a team oriented review strategy, which optimizes the
team’s collective talents in problem solving. A carefully timed and organized
design review is not an engineering inspection, but rather a value-added process
of improving the design features. During a design review process, teams
collectively add monetary values to a product or a process function. The
design reviews allow teams to build consensus and is often considered a first
step towards teams’ progress leading to convergence in collaborative thinking
[29]. During design review, it is important to stick with a standard review

.. format and timing.

6.2. Factors that Affect Collaborative Behaviors

To develop goal-oriented or “constancy-of-purpose” solations, a successful collaborative
environment—among the participating teams and their members—is required [32, 6]. How-
ever, it is not easy to model the cognitive behavior of a collaborative and motivated goal-
oriented work-group [14]. Empowerment and reward systems can help in motivating the
teams and hopefully can remove some common barriers of communication. Implementing
such tasks may not be difficult. However, developing collaborative behavior in a goal-
oriented work-group is a more challenging task, since these are more related to the social
and cultural roots of team-members, which may be difficult to change [32]. There are some
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behavioral patterns that help in collaboration more than others. Knowing and understanding
| the differences in behavior patterns can be helpful in organizing a better work-group for
CE. The factors that affect collaborative behaviors are:

e Cognitive Framework
e Occupational Culture
¢ Education & Background

e Value System

This is shown in Figure 8. Cognitive framework, or nature, is how a team member thinks
and acts during decision making. In individuals, certain cognitive skills tend to be more
developed than others with one half of the brain (hemisphere) being more utilized than the
other half [1]. Individuals with creative minds are primarily right brained, while those with
judicial /analytical minds are primarily left brained. Rarely are people exclusively right or
left brained. More often they are in-between, perhaps leaning towards one side more than the
other. For example, engineers generally have a more developed left brain, while designers
have a more developed right brain [1]. Human culture belongs to the affective aspect of

: one’s creative mind. The topic is debatable and how these postulated functional differences
Do impact the actual thinking in individuals is at best indeterminate at this time. Occupational
and organizational culture refers to a comrmon tradition of functionally oriented departments
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in which the work is often like “deeply ingrained routine activities [21].” When teams of
work-groups are brought together in a CE setting having initially different occupational
and divisional cultures, they have a limited, and often restricted, view [15]. Often, this is
inherited with “native-view” paradigms that create organizational cultural conflicts [15].
Differences in educational background in the work-groups also result in differing “thought-
views,” creating further possibilities of conflict. Each team member may have his/her own
value system, depending upon what each team believes in. Some may have a stronger belief
in one area than others,

It is important to realize that the above behavioral factors are the forces behind creating
strong cognitive skills. It would be desirable to develop the same level of cognitive skills
working at the “company level” as on the “persenal level” This way, the teams would be
able to deliver the same level of enthusiasm and dedication that existed on a personal level.
All of the above behavior frameworks are important ingredients in making a company
successful. For example, a value system that is based on the combined interests of the
employees, customers, and the company would be ideal. Similarly, a company culture that
is oriented towards building on the strengths of each member, group, department or division
of the company would be a desirable thing to have. Cultural views of the teams that are
based on “local or native needs” would be detrimental, however, developing a cultural view
that is conducive to global or company-wide interests would be a good use of culture. An
example of this scenario is when work-groups bring their own occupational or divisional
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“native-views” (of the culture) to define an “outcome” that is based on a “global sense of
priorities” or a “constancy-of-purpose.”

7. Physical and Electronic Proximity

Communication is the cornerstone of success in CE. The ability to interact constantly
with teammates or work-groups, while the design is taking shape, lays the foundation for
consensus building and rapid decision-making. There are many ways to communicate.
One approach is to move the teammates together, i.e., physically locate them on the same
premises. This creates physical proximity. An equivalent measure would be an “elec-
tronic proximity” Electronic proximity is a class of virtual links that could make the travel
involved quite painless. Proximity could be achieved through electronic interchange of
messages, CAD models, drawings, sketches, and other communication modes (such as
data, voice, video) [31]. Virtual team approach, networking, and groupware tools are avail-
able today to aid team members in communication and decision making [11]. However,
this may not be matured enough to replace a natural interactive environment, which comes
from physical proximity. Meetings and physical proximity do maximize various modes
of communication (such as body language, group dynamics, and personal touch). Geo-
graphical collocation develops a natural appreciation of each team’s capabilities, problems,
and opportunities. When people work side by side, they begin appreciating each other’s
opinions. Cultural or language barriers that traditionally prevent them from cooperating
and optimizing their overall output begin breaking down. However, when the groups get
larger, the advantage diminishes because there may be too many people to deal with at one
time [21]. Teammates from diverse disciplines (such as electronics, mechanical, civil, and
industrial) also face difficulties in prioritizing the aspects of the problem and their relative
importance. The impact of physical proximity on turf wars and territorial issues has pro-
duced mixed results. It is not obvious when members stop seeking credit for their own
contributions and begin working towards a common set of consistent goals. Breaking down
the barriers, getting people outside their organizational boxes, and working together as a
coherent feam of teams, are some primary challenges, most CE organizations are facing
today. The next section discusses methods and techniques of using computing and com-
munication devices to facilitate cooperation and concurrency during an integrated product
development.

8. Resource Sharing Technigues and Modeling

The information generated in CE—such as product specifications, goals, enterprise data,
process, and knowledge-—must be shared among work-groups [17]. Itis useful to describe
common information as shared resources so that each work-group member can access this
information irrespective of their tasks, sources, or place of work. Such shared resources may
include product knowledge bases, product specification taxonomy [18], process knowledge
bases, PDMS, process specification taxonomy {23]. Such resources may also include work
breakdown structure (WBS), product breakdown structure (PtBS) tree, process breakdown
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structure (PsBS) tree, and network taxonomy (see section 6.4.1 of volume I [29]). Shared
resources can include the concurrent work-group taxonomy (also referred as WBS) for both
human and computer supported activities. Work-group taxonomy can include distribution
of work for each work-group within each CE team, portable applications for distributed
processing, common services or execution environment, and common shared resources.
Graphical User Interface (GUI) mainly provides a friendly front-end for accomplishing
the man-machine interactions [22]. It is not a means to accomplish computational re-
source sharing. The five most popular approaches to resource sharing are discussed in the
following.

8.1. Client/Server Traits

The client/server trait represents a software-defined model for information sharing. It is
made out of two entities, a client and a server. The client requests services from a server, such
as retrieval of data, or printing of a document. The server processes the request, performs
the service, and returns the results to the client. Establishing a streamlined communication
involves configuring an “open-system” architecture that provides distributed computing in
which data and resources can be shared easily. One type of architecture that provides such
openness is a client/server model [35]. A client-server approach is shown in Figure 9. Itis
generally characterized by a division of an application into components with the flexibility
that each component could run on a different network or a computer. A transport layer
provides the necessary communication protocol among the client-team interface and the
server applications.
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8.2. Distributed Processing

In this enviromment, concurrent teams tap the local processing power of “client” com-
puters (personal computers and low-end workstations, for example) to “servers” (other
high-end workstations and multi-user platforms) [35]. When clients request some informa-
tion, servers respond by running an application locally and then delivering the requested
information over the network (Figure 9).

8.3. . Work-group Computing

Globally interconnected clients and servers on standard-based networks can produce im-
proved communication and greater access of data throughout an organization. The key
benefit of the client/server form of integration lies in its ability to foster work-group com-
puting (WC). In recent years, an architecture called “work-group computing™ has emerged
[25] due to the efforts of many workstation vendors competing for CE market share [SUN,
HP, DEC, IBM among others]. It provides a better-integrated environment for CE com-
pared to LLAN based PC networks [35]. With “work-group computing,” computing tasks are
distributed among “clients,” consisting of powerful desktop workstations and “servers” that
store and manipulate information. Work-groups are provided a view into the computing
complex through a “window” created by the client workstation. They may, however, be
linked with virtually anyone else. The X-display servers can range from a printer, to a
facsimile, to a workstation.

The WC implies a transparent access of data/system resources to the linked applications
or work-groups, independent of their locations, installations, processor hardware, operat-
ing systems, and programming languages [18]. WC incorporates four different types of
interactions among the work-group members with respect to dimensions of time and space
[11]. Figure 10 shows schematically these four shared computing environments among the
work-group members. These environments can be characterized as:

& Face-to-face: Interaction occurs at the same time and at the same place. This envi-
ronment supports face-to-face interactions amongst work-group members regardless
of temporal or geographical alignment with other group members. Examples include
interactive meeting, collaboration laboratory, design reviews among others.

& Distributed Synchronous: Interaction occurs at the same time, but at different places.
Lotus Notes, for instance, supports a type of distributed synchronous interaction envi-
ronment. Using Notes work-group members can work on the same task regardless of
their physical location or place of work. Video-conferencing is a groupware technology
that enables geographically dispersed teams to conduct face-to-face meetings in real
time, by combining interactive video, audio, and graphic/document display capability.
Meeting on the network is a similar idea.

& Asynchronous: Interaction occurs at different times, but at the same place. Examples
include multi-purpose equipment (for instance cutting, milling, and threading), and
other resources installed in a plant, or database repository.




PRASAD

'essing power of “client” com-
w example) to “servers” (other
>n clients request some informa-
id then delivering the requested

ased networks can produce im-
hout an organization. The key
ility to foster work-group com-
-group computing” has emerged
+ting for CE market share [SUN,
ated environment for CE com-
:omputing,” computing tasks are
» workstations and “servers” that
ided a view into the computing
station. They may, however, be
3 can range from a printer, to a

ources to the linked applications
s, processor hardware, operat-
rporates four different types of
to dimensions of time and space
iputing environments among the
‘erized as:

d at the same place. This envi-
rork-group members regardless
up members. Examples include
eviews among others.

me time, but at different places.
=d synchronous interaction envi-
k on the same task regardless of
ncing is a gronpware technology
ict face-to-face meetings in real
iic/document display capability.

sut at the same place. Examples
ig, milling, and threading), and
tory.

SYSTEM INTEGRATION TECHNIQUES 135

& Distributed Asynchronous: Interaction occurs at different times and at different places.
“Distributed asynchronous” is useful in providing functions such as computer-intensive
processing, electronic mail, automatic printing, and filing.

And while mainframes, mini and microcomputers will suffice for general needs, there will
always be a need for more specialized machines. Thatis why work-group computing is built
around client-server architectures. In addition, modern databases can be distributed over
many different machines, 50 work-groups can create and execute applications locally on their
own computers [33]. These applications could look and feel just like separate programs.
Here, individual workstations—the clients—handle the local processing needs. While, the
server has the power and capacities to access data from distributed databases beyond that of
an individual workstation [3]. They may provide heavy-duty number crunching, distributed
databases, and links to outside resources. When a work-group runs the applications from
any workstation, it draws on the resources of all the related applications and databases
over the network no matter where they physically reside or are stored. This distributed
concept maximizes the computer power needs of the work-groups with least amount of
investments [25].

8.4. Network Taxonomy

For a client and server to communicate, they must use a common network protocol, even
though muitiple protocols can be used by each individually. Examples of protocols include
TCP/IP, DECnet, SNA, and others. Many computer vendors, in order to optimize the
use of different computers, support tools that allow client/server interactions for different
protocols [25]. Examples include the X-Window System, Distributed Name Service (DNS),
Remote Procedure Call (RPC). RPC is a procedural language mechanism for distributing
application program procedures to remote network locations [35]. The remote procedures
become servers. The local client programs invoke the remote procedures as if they were
local procedures. X-Windows is also a network-based windowing system. Applications
developed for the X-Windows system are hardware independent, that is, the application
developer uses standard graphics protocols [Krisnamurthy and Law, 1995]. The application
is shielded from the details of individual implementation of the hardware-specific graphics
display features.

8.5. Cooperative Computing

Another part of the CE solution is to provide cooperative computing among applications,
work-groups and the computers using enterprise models or network taxonomy, as required
[8]. Work-groups benefit because such models and taxonomy are common to all X-Window
based workstations. Developers can move their applications from one UNIX platform to
another or run the applications with relative ease, as long as both platforms support X-
Window-based interface and are networked together. A work-group member can run one
application on one workstation and, at the same time, open an X-window interface on
another computer belonging to another team-member and run his or her application [10].
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Figure 10. Types of interactions among members of the work-group computing.

The above features clearly provide a “freedom of choice” for information management
as well as system and network administration to structure and cost-effectively manage the
current and future (such as client/server) computational needs [2].

9, Concluding Remarks

The paper described five techniques of sharing and collaboration among various work-
groups, computers and processes. For accomplishing the needed collaboration {(and to
facilitate concurrent engineering), a concept and a model for a work-group computing were
implemented at Delphi Divisioral units of EDS and General Motors. The intention was
to help tearns work together and automate work-group processes, including engineering,
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manufacturing, and other complex tasks. Since open systems are commonly built around
industry standards, they can be integrated easily with existing equipment from various
competing vendors. Work-group computing provides the power to perform individual
tasks with ease while opening up the possibilities of information sharing among paraliel
work-groups [5].

Figure 11 illustrates the shift in key characteristics that were derived from its imple-
mentation when moving from a personal computing environment to a work-group comput-
ing environment. The shift pulled everyone—teams, computers, networks—itransforming
disparate computers into one flexible, easy-to-use client/server based system. The indi-
vidual task-oriented environment of personal computing activities became a set of goal-
oriented parallel work-group activities. The use of distributed database over the network
became the mainstream norm for file management as opposed to local database residing
in one’s own personal PCs [18]. The use of personal planner and a calendar was re-
placed by a group scheduling system and an electronic workflow resource management
system.

With work-group computing, a manufacturing organization—small and large—can em-
ploy CE concepts early into their product development process and therefore can realize all
the benefits that come from using this.

Personal Computing Work-group Computing

PCs Client/Server (EWS)

Individual Parailel Workgroups

Task-Oriented Goal-Orniented (Constancy-of-Purpose)

Local database Distributed Databasc Over the Server

Personal Planner/Calendar Group Scheduling, Work Flow
Resource Management

Spreadsheets Corporate Decision Making

Figure 11. Shift from personal computing to work-group computing.
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